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Abstract
Chronic obstructive pulmonary disease (COPD) is a leading cause of death worldwide and greatly reduces the quality of life.
Utilizing remote monitoring has been shown to improve quality of life and reduce exacerbations, but remains an ongoing area
of research. We introduce a novel method for estimating changes in ease of breathing for COPD patients, using obstructed
breathing data collected via wearables. Physiological signals were recorded, including respiratory airflow, acceleration, audio,
and bio-impedance. By comparing patient-specific measurements, this approach enables non-intrusive remote monitoring.
We analyze the influence of signal selection, window parameters, feature engineering, and classification models on predictive
performance, finding that acceleration signals are most effective, complemented by audio signals. The best model achieves
an F1-score of 0.83. To facilitate clinical adoption, we incorporate interpretability by designing novel saliency map methods,
highlighting important aspects of the signals. We adapt local explainability techniques to time series and introduce a novel
imputation method for periodic signals, improving faithfulness to the data and interpretability.

Keywords Chronic obstructive pulmonary disease (COPD) · Respiratory monitoring · Interpretability · Machine learning ·
Time series classification

1 Introduction

Chronic obstructive pulmonary disease (COPD) is an irre-
versible lung disease characterized by airflow obstruction,
which makes breathing difficult. COPD is responsible for
more than 5%of deathsworldwide and ranks as the thirdmost
common cause of death [2]. Patients with COPD also experi-
ence a significant reduction in quality of life [23]. Besides the
effects on patients’ health, COPD also carries an economic
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burden of nearly $50 billion annually in the United States
alone [1].

Despite the widespread impact of COPD, current meth-
ods for disease monitoring remain limited or inconvenient
for patients. Diagnosis and monitoring of COPD progres-
sion typically involve lung function tests, which measure
pulmonary function, such as spirometry, long volume test-
ing, and diffusing capacity tests [20]. These tests require
medical professionals and the necessary equipment, making
continuous monitoring challenging. Remote home monitor-
ing has been shown to improve the quality of life for COPD
patients [26] and represents a promising area of research [42].
Another promising indicator of disease progression is the
ease of breathing, as COPD obstructs airflow and makes
breathing more difficult [38].

This study introduces a novel method for predicting
changes in ease of breathing. Our method uses data from
a cohort of COPD patients whose breathing was artificially
obstructed in a controlled study. The collected data consists
of airflow andmultiplewearable biomedical signals recorded
under varying levels of inspiration obstruction. By utilizing
features derived from signals recorded at different levels of
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obstruction, we can estimate potential changes in ease of
breathing.

We also explore how the selection of wearable biomedical
signals influences model performance. This provides useful
insights into the most relevant signal modalities for estimat-
ing breathing ability, and their potential relevance for other
use cases.

In medical and healthcare applications, it is crucial
to incorporate local interpretability into machine learning
pipelines [39]. Without providing explanations alongside
predictions, the underlying reasoning of the model can-
not be understood, investigated, and validated. This lack of
transparency can reduce trust in the model, which is par-
ticularly important when making health-related decisions.
Physicians may be hesitant to adopt such models without
it, as they remain responsible [13, 43]. It is therefore essen-
tial to provide understandable explanations to support the
decision-making process. This allows physicians to combine
their expertise with the model’s reasoning to make informed
decisions.

Saliency maps, a technique originating in the image
domain [40], are often used to explain time series-based clas-
sification models. This involves highlighting important areas
of the signal associated with specific labels. We designed a
new method for imputing occluded segments to improve the
quality of saliency map-based explanations for time series,
applied to respiratory signal data.

The remainder of this paper is structured as follows: Sect. 2
reviews the literature and related work. Section3 outlines the
data collection, preprocessing, and problem definition. Sec-
tion4 details the model and all parameters for evaluation.
Section5 presents the results of our experiments. Section6
discusses interpretability and introduces our new imputation
method, along with techniques to address window depen-
dence. Section7 discusses the findings and their implications.
Finally, Sect. 8 concludes the paper and summarizes key con-
tributions.

2 Related work

Although previous work explores similar problem settings,
they do not directly focus on the same problem defini-
tion. There is a large body of research on the application
of machine learning to respiratory problems, including
COPD [18, 25]. Several studies focus on diagnosing whether
a patient has COPD [16, 41]. Other studies aim to pre-
dict short-term exacerbations using respiratory sounds [19],
meteorological data [9], or a variety of physiological mea-
surements [4]. Another study predicts worrisome events
based on heart rate and oxygen saturation [33]. These studies
differ from this one, as our research integrates sound, accel-
eration, and bio-impedance measurements to estimate ease

of breathing, rather than a smaller set of measurements to
predict exacerbations or worrisome events. Initial work has
been done on providing interpretable results, such as feature
importance for predicting exacerbations [28]. Our approach
extends upon previous work by applying local explanations
directly to the underlying biomedical signals.

We published previous work based on the same data
collection used in this paper. The first explores process-
ing techniques for bio-impedance signals and evaluates the
linearity of bio-impedance with volume [10], and proposes
markers to evaluate breathing under inspiratory loads, com-
bining bio-impedance with myographic signals [11]. The
second defines a comparator model for estimating ease of
breathing [27], which this work expands upon by including
new data collection, extending feature sets, working with
complementary signal modalities, and integrating explain-
ability into the model.

Previous studies have explored generating saliency maps
for time series-based models. These methods occlude and
impute time series segments or signal timesteps with simple
operations [22, 34] or dynamic masks and perturbations [15]
to estimate their importance. We extend upon these studies
for our problem setting.

3 Data

The study included 66 patients and was performed at Zieken-
huis Oost-Limburg (ZOL), Genk, Belgium. The study was
conducted in two stages: the first in 2019 with 50 COPD
patients, and the second in 2021 with 16 COPD patients.
Both stages followed the same collection protocol and test
procedures. Due to COVID-19 safety protocols, only airflow
inhalations were measured during the second stage to mini-
mize potential contaminations.

Inspiration was artificially modified to study respiratory
changes in COPD patients under controlled conditions. A
loading protocol was performed to induce changes in breath-
ing, following previous work [30]. Inspiratory loads were
applied in 12% increments from 0 to 60% of maximal inspi-
ratory pressure,whichwasmeasured at the start of the test [3],
to obtain a range of breathing obstruction levels. Data was
collected for a minimum of thirty breaths per load, with at
least two minutes of rest between loads.

In addition to airflow, several wearable signals were col-
lected: three-dimensional acceleration using accelerometers
located at the parasternal and diaphragm (lower intercostal
spaces); audio signals with microphones positioned on the
back at the left and right lung zones, and the trachea; and
bio-impedance with a tetrapolar configuration on the midax-
illary line and symmetrical to the midsternal line. All signals
besides bio-impedancewere sampled at 10,000Hz,while bio-
impedance was sampled at 16Hz.

123



Medical & Biological Engineering & Computing (2025) 63:1481–1495 1483

Table 1 The used preprocessing
steps for each signal type

Signal type Preprocessing steps

Respiratory flow Decimate to 200Hz 4th order Butterworth low-pass filter
between 0.1 and 40Hz

Bio-impedance Cubic interpolate to 200Hz 4th order Butterworth filter
between 0.05 and 2Hz

Audio (all) Respiratory pattern Decimate to 200Hz 4th order Butterworth filter between
0.05 and 2Hz

High-frequency -

Accelerometer (all) Respiratory pattern Decimate to 200Hz 4th order Butterworth filter between
0.1 and 5Hz

Construct the three dimensions as a multivariate signal

MMG Decimate to 200Hz 8th order Butterworth filter between 5
and 40HzConstruct the three dimensions as amultivariate
signal

Two systems were used to record the physiological sig-
nals. Thefirst systemwas a standardwired acquisition system
(MP150, Biopac Systems, Inc., Goleta, CA, USA), to record
the accelerometer data and audio signals, and Biopac, with
a pneumotach transducer (TSD107B, Biopac Systems, Inc.)
connected to a differential amplifier (DA100C, Biopac Sys-
tems, Inc.) to measure the airflow. The second system was
a low-power wearable device (imec, Eindhoven, the Nether-
lands) to record the bio-impedance signal. It used an injecting
current of 100 uAp-p at 80 kHz with a sampling frequency of
16 Hz. The audio signals were recorded using three micro-
phones (TSD108, Biopac Systems, Inc) with a frequency
response of 35–3500 Hz.

Two patients had missing, saturated, or incorrectly mea-
sured signals and were excluded from analysis. The final
dataset therefore consists of 64 patients.

3.1 Preprocessing

The signals in the dataset contain noise from various sources,
such as patients moving and electrical signal interference.
Different preprocessing steps are applied to each signal type
to remove this noise, based on previous work [11, 27] and
empirically adjusted for the data and problem setting. Table 1
provides an overview of the preprocessing steps for each
signal type.

The audio and accelerometer signals are preprocessed
with two separate methods to extract information from dif-
ferent frequency ranges. For both signals, preprocessing
separates lower frequencies, from which a respiratory-like
pattern is extracted, from higher frequencies. The high-
frequency bands from the accelerometer signal can be used
to extract the mechanomyogram (MMG) signal.

Figure 1 shows an example window of 30s of each signal
after preprocessing, highlighting respiratory patterns cap-
tured in the lower frequencies.

Measurements were paused by some patients who expe-
rienced breathing difficulties, and these moments were
excluded from the dataset. As the pneumotach is removed
during these breaks to facilitate easier breathing, this lack
of airflow can be detected. When the flow signal is consis-
tently flat during exhalation due to COVID-19 protocols, this
should not be excluded. To address this, we use a rolling win-
dow to calculate the moving standard deviation of the signal
with a window size of 6 s, ensuring at least one full breath is
included.We flag parts of the signal as inactive if the standard
deviation drops below a predefined, empirically determined
threshold of 0.05. Whenever windows are sampled, this is
from parts of the signal that are not flagged as inactive.

3.2 Target definition

The objective is to construct a model capable of detecting
changes in ease of breathing for patients. To achieve this, at
least two instances are required: one as a baseline (x1), and
one or more to evaluate changes in ease of breathing (x2).

Fig. 1 The same 30s window for all signals
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Fig. 2 The comparative, feature-based approach

We extract windows from the full signals to allow com-
paring two instances with the same load, to classify as no
change in ease of breathing.

We define a tertiary classification, where y ∈ {−1, 0, 1}:
−1 represents a decrease in inspiratory load (easier breath-
ing), 0 represents no change in load, and 1 represents an
increase in inspiratory load (more difficult breathing).

To generalize the problem, we define a threshold value τ

to compare the windows x1 and x2. With this problem defi-
nition, the method can be used for longitudinal monitoring,
where the latest status can be compared to the baseline with
a predefined threshold τ .

The target is defined as follows:

y =

⎧
⎪⎨

⎪⎩

−1, if L1 − L2 ≥ τ

1, if L2 − L1 ≥ τ

0, otherwise,

(1)

where L1 and L2 are the two inspiratory loads applied for x1
and x2, and τ is set to 12% for our specific problem setting.

4 Methods

We define a feature-based comparative approach to address
the problem using a machine learning model. For both
windows—x1 and x2—we extract the same set of features,
generating feature sets f1 and f2. These feature values are
standardized (mean of 0, standard deviation of 1). f2 is sub-
tracted from f1 to calculate the final set of features as input for
the classification model that predicts the target, y. Figure2
illustrates our approach.

We examined alternative methods for combining the two
feature sets, such as concatenation, normalized feature ratios,
and adding baseline features for additional context. However,
none of these approaches improved performance.

4.1 Experimental setup

We experimentally compare all variables, such as the fea-
ture set and the combination of signal modalities used, to
comprehensively investigate their impact on the model. This
allows us to optimize the model and empirically explore the
effects of these variables. The variables considered are listed
in Table 2.

Every configuration is evaluated using the weighted F1-
score. Each experimental setup and evaluation use the same
seeds, to ensure consistent comparisons.

The dataset is split up into a training (80%) and a test
set (20%). All explorative experiments and hyperparameter
tuning are performed with 10-fold cross-validation on the
training set, and the final experiments are evaluated on the
test set. The dataset and cross-validation splits are balanced
on the GOLD score [45], which represents disease sever-
ity. Each fold contains the same ratio of patients from each
group: GOLD I (mild), GOLD II (moderate), and GOLD
III-IV (severe).

4.2 Feature engineering

We compare different feature sets and feature selection
setups. As defined in Table 3, the feature sets are: a basic fea-
ture set, an extended feature set of signal-specific features [6,
12, 32], and a maximal feature set of all available features
from various time series, signal, and audio feature extraction
packages. To extract the features, implementationswere used
from tsfel [6], tsfresh [14], seglearn [12], and librosa [32].

We use PowerSHAP for feature selection, as it is both
effective and efficient compared to other state-of-the-art
methods [44]. PowerSHAPassumes that informative features
will have a larger impact on the prediction than random fea-
tures. Artificial random features are introduced to the data,
several models are trained on the updated data, and SHAP
(SHapley Additive exPlanations) values [31] are calculated.
SHAP is a widely used method for local interpretability, as it
provides theoretical guarantees. SHAP values represent the

Table 2 An overview of all
variables explored

Experimental step Variables

Feature engineering Extracted set of features use of feature selection

Signal modalities Singular signals combinations of wearable signals

Window configuration Window size window alignment number of windows

Classification Classification model
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Table 3 The basic and extended
feature set. (BioZ:
Bio-impedance, Acc.:
Acceleration, Resp.: Low
frequency)

Audio Acc.
Feature Flow BioZ Low High Resp MMG

Basic feature set

Mean, median � � � � � �
Standard deviation, variance � � � � � �
Root mean square � � � � � �
Minimum, maximum, absolute maximum � � � � � �
Skewness � � � � � �
Kurtosis � � � � � �

Extended feature set

Time-domain

Zero-crossing rate � � � � � �
Absolute energy � � � � � �
Autocorrelation � � � � � �
Binned, permutation entropy � � � � � �

Frequency-domain

Fourier entropy � � � � � �
MFCC (mel-frequency cepstral coefficients) � �
Spectral bandwidth, centroid, contrast, flatness, roll-off � �

importance of each feature for each individual prediction.
PowerSHAP compares the distribution of these values for
each feature to those of random features, to find the most
relevant ones.

For the extended and maximal feature sets, we compare
the results with and without feature selection. Feature selec-
tion is not applied to the basic feature set due to its small size.
We expect that this strong feature selection method allows
effective use of the maximal feature set. Although this fea-
ture set would ordinarily be too large, the feature set can be
reduced to a smaller set of relevant features with effective
feature selection.

4.3 Signal modalities

The collected data consists of several physiological signals
from different modalities. Determining which signal modali-
ties aremost relevant, andwhich are complementary towhich
other modalities, is relevant both for optimizing the model
and for exploring different respiratory signals.

To compare the signal modalities fairly, the experimental
setup is kept consistent for all signals. We evaluate all com-
binations of wearable signals to identify which signals are
complementary and to optimize themodel. The airflow signal
is excluded from all combinations to focus on wearable sig-
nal modalities. Any combination of two to five signals from
the following signals is included: acceleration (parasternal,
high and low frequency); acceleration (diaphragm, high and
low frequency); audio (tracheal, high and low frequency);

audio (left lung, high and low frequency); audio (right lung,
high and low frequency); bio-impedance.

4.4 Window configuration

In previous experimental steps, windows are 30s long, as in
previous work [27]. However, the window size could influ-
ence the performance of the model, and tuning it might give
more insights into its impact on themodel performance. Since
respiratory rates generally range between 12 and 15 breaths
per minute, a window shorter than 3s would not contain
enough information. At the same time, a window of several
minuteswould exclude themajority of the dataset asmost sig-
nalsmight not contain two long enoughuninterrupted periods
of breathing. The window size was empirically chosen to
maximize model performance while minimizing discarded
data points.

Additionally, the size of the window can be defined by the
number of breaths instead of seconds, by using the periodicity
of the data. This generates windows that are more aligned
with the respiratory patterns.

These breaths are defined by detecting peaks in the respi-
ratory flow using the scipy implementation, which finds all
local maxima and minima with a topographic prominence of
at least 1. A window of one breath is defined from one peak
to the subsequent peak.

The effect of the window size was evaluated for both
options. For the first one, the window size was incrementally
increased in steps of 5 s. For the second one, the window
size was incrementally increased in steps of one respiratory
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Table 4 The mean F1-score and
standard deviation for each
combination of signal and
feature set, from all 10 folds

Extended Maximal
Signal Basic No selection + Selection No selection + Selection

Flow 0.627 ±.05 0.718 ±.03 0.724 ±.04 0.733 ±.04 0.766 ±.04

Acc. (parasternal) 0.653 ±.05 0.639 ±.04 0.688 ±.04 0.682 ±.03 0.775 ±.04

Acc. (diaphragm) 0.603 ±.06 0.595 ±.06 0.651 ±.07 0.647 ±.05 0.760 ±.04

Audio (tracheal) 0.611 ±.05 0.607 ±.06 0.636 ±.06 0.613 ±.06 0.701 ±.06

Audio (left lung) 0.535 ±.06 0.544 ±.07 0.579 ±.06 0.583 ±.05 0.646 ±.04

Audio (right lung) 0.529 ±.07 0.577 ±.06 0.567 ±.07 0.586 ±.06 0.633 ±.05

Bio-impedance 0.459 ±.09 0.471 ±.06 0.431 ±.07 0.504 ±.06 0.565 ±.04

cycle. Both approaches were evaluated on performance and
data availability.

It is also possible to increase the number of windows
extracted for each patient. In the previous experimental steps,
a single comparison between two randomly placed non-
overlapping windows is generated for each pair of loads for a
patient. Instead of generating two windows for a single com-
parison, the non-overlapping requirement can be dropped to
generate n windows. All n2 combinations can then be used
to train the model.

We evaluate the impact of increasing the number of win-
dows by generating up to ten comparisons for each target.
The number of windows in the test set remains unchanged at
a single comparison, for fair evaluation.

4.5 Classification

After extracting all the features from thewindowed instances,
their difference f1 − f2 is used as input for the classification
model. For the experiments of Table 2, a random forestmodel
is used, as it is known to provide good results in medical
studies [17], and has proven effective in previous work [27].
However, other models could potentially improve results.
Therefore, we evaluated the following classification models
alongside the random forest classifier: CatBoost (gradient
boosting tree); a support vector machine (SVM) with radial
basis function (RBF) kernel; and a logistic regression classi-
fier. These models are frequently used in related research and

represent a diverse range of models. Deep learning models
have also been shown to be effective for the classification
of respiratory signals [5, 37]. However, they rely on larger
datasets than what is available and are thus excluded from
this study.

5 Results

5.1 Feature engineering

Table 4 shows the results of the experiments comparing
different feature sets for each available signal, using 30s
non-overlappingwindowswith a random forest classification
model. Introducing a larger feature set and applying strong
feature selection are both beneficial to the performance of the
model. The maximal feature set with strong feature selection
achieves the highest performance for each signal.

Comparing F1-scores for the maximal feature set with
and without feature selection shows improvements for all
signals. Paired t-tests (α = 0.05) show these are significant
with p = 0.01 (flow, tracheal audio, bio-impedance) and
p < 0.001 (accelerometer, left lung audio, right lung audio).
Themaximal feature set also shows significant improvements
over the extended feature set with p = 0.03 (flow), p = 0.01
(left lung audio), and p < 0.001 (accelerometer, right lung
audio, bio-impedance). The only exception is tracheal audio,
with p = 0.15.

Table 5 The mean scores for
several performance measures
for each signal, using the
maximal feature set with strong
feature selection

Signal B. Acc MCC Prec.y=1 Rec.y=1 Spec.y=1

Flow 0.75 0.63 0.82 0.80 0.90

Acc. (parasternal) 0.78 0.68 0.77 0.82 0.87

Acc. (diapgragm) 0.77 0.66 0.76 0.79 0.86

Audio (tracheal) 0.70 0.56 0.72 0.72 0.85

Audio (left lung) 0.64 0.47 0.68 0.68 0.83

Audio (right lung) 0.63 0.45 0.67 0.65 0.83

Bio-impedance 0.57 0.36 0.62 0.60 0.80

B. Acc. (Balanced Accuracy) andMCC (Matthew’s Coefficient Correlation) are calculated using the weighted
average. Prec. (Precision), Rec. (Recall / Sensitivity / TPR), and Spec. (Specificity / TNR) are all calculated
for an increase in applied load, or an increased difficulty in breathing (where y = 1)
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5.2 Signals

Tables 4 and 5 summarize the results for individual signals.
The parasternal accelerometer signal produces the best over-
all results, followed closely by the diaphragm accelerometer.
Among the three audio-based signals, tracheal audio stands
out with the highest performance, while bio-impedance per-
forms the worst.

Although the parasternal accelerometer signal provides
better overall performance, the respiratory flow shows better
results when considering only a potential increase in load, or
higher difficulty of breathing.

AMcNemar’s test (α = 0.05) confirms the accelerometer
signal is more effective than the respiratory flow for predict-
ing all three classes (p = 0.02). However, the respiratory
flow signal is more effective when predicting a potential
increase in difficulty of breathing, though the difference is
not significant (p = 0.37).

Table 6 shows the best results for combinations of each
possible number of signals, excluding respiratory airflow to
focus on less obtrusive wearable signals. Maximal features
with feature selection are used.

The best-performing combinations of signals consistently
include the accelerometer signals. These signals achieve the
best performance when used individually, with additional

modalities resulting in further improvements. The audio-
based signals, combined with the accelerometer, result in the
best-performing models, outperforming only accelerometer
signals.

Paired t-tests (α = 0.05) show that the combination of two
accelerometer signals significantly outperforms the combi-
nation of the parasternal accelerometer and tracheal audio
(p = 0.04) and all other combinations, except the paraster-
nal accelerometer and right lung audio (p = 0.14).

The best combinations of three signals all include both
accelerometer signals with an audio signal. Comparisons
between tracheal and right lung audio (p = 0.88) or tra-
cheal and left lung audio (p = 0.83) show no significant
difference between the different audio signals. The inclusion
of the audio signal shows a small improvement over the two
accelerometer signals, but this improvement is not significant
(p = 0.42).

5.3 Window configurations

Figure3 shows the impact ofwindow size on the performance
of the model and the data availability. Two models are eval-
uated: the first based on the airflow signal; the second based
on the optimal combination of wearable signals (parasternal
acceleration, diaphragm acceleration, and tracheal audio).

Table 6 The most effective
combinations of signals (over 10
folds), for each potential
number of signals

Number of signals

2 3

Signals F1 Signals F1

Acc. (parasternal)
Acc. (diaphragm)

0.813 ± 0.03 Acc. (parasternal)
Acc. (diaphragm)
Audio (tracheal)

0.821 ± 0.04

Acc. (parasternal)
Audio (right lung)

0.792 ± 0.06 Acc. (parasternal)
Acc. (diaphragm)
Audio (right lung)

0.819 ± 0.05

Acc. (parasternal)
Audio (tracheal)

0.789 ± 0.04 Acc. (parasternal)
Acc. (diaphragm)
Audio (left lung)

0.818 ± 0.05

4 5

Acc. (parasternal)
Acc. (diaphragm)
Audio (tracheal)
Audio (right lung)

0.819 ± 0.04 Acc. (parasternal)
Acc. (diaphragm)
Audio (tracheal)
Audio (right lung)
Bio-impedance

0.820 ± 0.04

Acc. (parasternal)
Acc. (diaphragm)
Audio (right lung)
Bio-impedance

0.819 ± 0.04 Acc. (parasternal)
Acc. (diaphragm)
Audio (tracheal)
Audio (left lung)
Bio-impedance

0.814 ± 0.04

Acc. (parasternal)
Acc. (diaphragm)
Audio (tracheal)
Bio-impedance

0.813 ± 0.03 Acc. (parasternal)
Acc. (diaphragm)
Audio (tracheal)
Audio (right lung)
Audio (left lung)

0.812 ± 0.04
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Fig. 3 The F1-score and percentage of available data points, for differ-
ing window sizes

Two different methods of defining window sizes are com-
pared: numbers of seconds, and number of breaths.

For windows defined by number of seconds, performance
increases with window size up to 40s for the airflow signal
and 55s for the multivariate input. The percentage of avail-
able data points decreases from 30s onward. When defining
windows by breathing cycles, performance improves with
longer windows as well, with no visible decrease. This may
be due to this method more consistently capturing the infor-
mation in the signals, or the optimal number of breaths
potentially being out of scope.

Figure 4 shows the results of increased dataset size
using overlapped windows. The overlap between windows
decreases performance for a single comparison. However,
increasing the number of comparisons to three or more
improves performance, and surpasses the baseline of a
single non-overlapping comparison. Beyond this, the perfor-
mance plateaus around 0.80, as the overlap betweenwindows
increases when more is extracted.

Fig. 4 The F1-score by number of comparisons in training

5.4 Classificationmodel

Table 7 shows the results for each classification model,
trained on the configuration as found in the previous experi-
ments (the two acceleration signals and the tracheal audio
signal, maximal feature set with feature selection, and
three overlapping 30s windows). The random forest model
achieves the second-best performance and is surpassed only
by the CatBoost gradient-boosted tree model. This improve-
ment in performance with boosted trees is often observed in
many problem domains [7].

The SVM classifier and logistic regression model both
underperform compared to the two tree-based models. This
suggests the data contains complex information not captured
by the RBF input space or the more linear input space of the
logistic regression model.

6 Interpretability

In medical contexts, it is important that interpretable models
are self-explanatory and do not require further clarification.
Where some features like mean, amplitude, and frequency
might still be intuitive to physicians, other features like skew-
ness and kurtosis might not. Saliency maps [40], which
highlight the relevant areas of the original signal for the
model’s prediction, are therefore a promising approach to
interpretability. Because a visualization of the original signal
is intuitive, this approach allows both clinicians and machine
learning experts to interpret the model outcomes.

For the remainder of this section, all figures and experi-
ments use the respiratory flow signal. Using a single signal
allows a clearer examination of the methods and saliency
maps, but these principles can be applied to any signal, or
combination of signals by concatenating these signals.

6.1 Background on time-based saliencymaps

Saliency maps were originally developed for image pro-
cessing, highlighting parts of the image most important
for classification or object detection. Various studies have
adapted saliency maps for time series data [8, 15, 21, 22, 34],
typically using SHAP [31] to calculate time-based impor-
tance values.

Table 7 The F1-score for each model on the test set

Classification model F1-score

Random forest 0.803

Boosted tree (CatBoost) 0.832

Support vector machine (RBF) 0.786

Logistic regression 0.724
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Algorithm 1 Saliency map generation

GivenmodelM , input instances x1, x2, imputationmethod I , number
of segments n
L ← length(x1)/n
S ← []
for all x′ ∈ {x1, x2} do

for all k ∈ 1..n do
k0 ← k · L
k1 ← (k + 1) · L
S ← S + x′[k0 : k1]

end for
end for
V ← SHAP(M, S, I )
return V

Approaches to generate saliencymaps for time series gen-
erally divide the time series into n segments, treating each
segment as a separate feature. These features are then used as
input for SHAPcalculations,where different combinations of
segments are occluded by removing and imputing these seg-
ments. The imputation is done with a constant value, linear
interpolation, noise, or sampling from a predefined back-
ground dataset, usually a subsample from the training set.
To calculate the importance values, many partially occluded
samples are drawn, for which the classification probabilities
are calculated. These are then used as input for the Kernel
SHAP method, as formalized in Algorithm 1.

Figure 5 shows an example saliency map generated using
this approach for our problem setting. From the saliency
maps, it can be inferred that the classification is primarily
based on the stable, deeper breathing present in L1, as both
the amplitudes and associated importance values contrast
with those present in L2. The same reasoning is applicable to
the slope of inhalation, where the steepest inhalations in L1

are marked as important, contrasting with the more gradual
slopes present in L2.

Fig. 5 An example of a generated time-based saliency map

Although this approach is effective, it has two key issues
that we aim to address. The first is that the imputation meth-
ods often fail to accurately represent the original distribution,
due to out-of-distribution sampling or bias within the dis-
tribution. Previous work has shown that out-of-distribution
sampling negatively affects explanation quality [24]. For
instance, the background samplingmethod replaces occluded
segments with random samples from the background dataset,
which often do not match the original respiratory pattern and
thus generate an out-of-distribution instance. Figure6 shows
an example with different imputation methods all generating
out-of-distribution instances.

The second issue is the dependence of the results on the
placement and size of the segments, as local structures can
vary in scale and potentially overlap at the edges of two
sequential segments.

6.2 Improving the imputationmethod

To address the limitations of existing imputation methods,
we introduce periodic background sampling. This method
updates background sampling [31],where out-of-distribution
sampling is avoided, while sampling from a distribution rep-
resenting the entire dataset.

Instead of selecting random samples at the same xstart
and xend , which are randomly situated points in a periodic
respiratory signal, we use domain knowledge to select more
appropriate points. We select xstart and xend to be aligned
to the same point within the respiratory pattern based on the
relative distance between four markers: start of exhalation,

Fig. 6 Imputation methods applied to an example instance
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Fig. 7 Example periodic background sampling imputation

peak of exhalation, start of inhalation, and peak of inhalation.
For example, if the occluded segment begins shortly after
the start of an inhalation, so will the sampled background
window. Besides this alignment, the sampling remains com-
pletely random. The background sample is then scaled to
match the gap in the original time series. Figure7 shows a
schematic overview of the method, with an example imputa-
tion.
B.1. Distribution representativeness
The updated instances, after imputation of occluded seg-
ments, should optimally follow two properties:

1. They should be in-distribution relative to the origi-
nal data, as sampling out-of-distribution instances has
been shown to negatively impact the quality of explana-
tions [24].

2. They should be representative for the full distribution,
without bias towards a subset of the original data. This
ensures the feature attribution method fully explores the
effects of occluding a segment. If this is not the case, the
information is biased and does not allow correct feature
attribution calculations [31].

To evaluate whether imputed instances are representative
of the original distribution, we use of principal component
analysis (PCA). PCA converts the features extracted from the
instances to a two-dimensional representation. This allows us
to compare the original distribution of the dataset with the
distribution of imputed instances. PCA is fitted on the feature
space of the training dataset, and projected onto its first two
principal components.

Figure 8 shows the distribution of the original dataset,
compared to the distribution after imputing 5 out of 10 seg-
ments for each instance. The figure is zoomed in for clarity,
but over 99% of the data remains visible. Periodic back-
ground sampling is the only imputationmethod that preserves
the original distribution; the other three methods show a bias
towards a specific direction, or towards a subset of the orig-
inal distribution.

To evaluate whether the imputations faithfully represent
the original distribution, we consider individual data points.

Fig. 8 The 2-dimensional PCA
transformation of the original
dataset, compared with
generated instances
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Table 8 The adjustedWasserstein distance between directions towards
the original distribution, and the imputations

Imputation method Wasserstein distance

Periodic background sampling 0.804 ± 0.58

Background sampling 0.993 ± 0.53

Linear interpolation 0.889 ± 0.48

Constant 0.889 ± 0.66

We expect instances on the edge of the distribution to move
inwards, and instances at the center to move outwards.

We represent the directions from original instances towards
their imputed versions as angles, as well as the directions
from original instances to all other original instances. Ide-
ally, these two distributions should be as close as possible,
indicating a faithful representation of the original data.

For comparison,we employ theWasserstein distance [36]:

W (U , V ) = inf
γ∈∏

(U ,V )
E(u,v)∼γ |u − v|

This metric is ideal as it accounts for differences in
distribution and distances between directions. Comparing
directions requires special consideration, as the angle space
is circular (where 0 and 2π are equivalent). To account for
this, we modify theWasserstein distance calculation. Instead
of directly calculating the distance between the two sets of
directions, we first calculate the distance between all direc-
tions in both sets. These are then compared and averaged to
all distances between the directions in each individual set,
using the Wasserstein distance.

We run the following method with k = 1 and m = 100,
for n instances.

Given instance x, the dataset X and imputation method i:

1. For x′ ∈ X: Calculate the angle between x and x′
2. Generate M consisting of m instances with k segments

occluded and imputed using i
3. For m′ ∈ M: Calculate the angle between x and m′
4. Calculate the distance between the two sets of angles,

using the Wasserstein distance

The results are shown in Table 8. The periodic background
sampling method achieves a lower average adjusted Wasser-
stein distance than the other three methods, whereas the
regular background samplingmethod has the highest average
distance.
B.2. Saliency maps and importance values
When calculating SHAP values using the mentioned imputa-
tion methods, it is possible for imputations to be too similar
to the original segment. For example, linearly interpolating
a segment that already was close to linear, causing the occlu-
sion of the segment to have no impact on the prediction.
These segments can effectively not be evaluated, causing the
explanation to miss potentially relevant information.

Table 9 shows the percentage of importance values that
are exactly zero for each imputation method, where k is the
number of segments. The ratio of zero-values is roughly sim-
ilar for all methods when using larger segments (k = 5 or
k = 10), but diverges with smaller segments (k = 20 or
k = 30). In particular, linear interpolation and constant impu-
tation return the highest ratio of zero-values with smaller
segments. This is likely due to these imputation methods
being simple and deterministic, unlike the two background
sampling methods. Smaller segments in periodic time series
will more closely approximate either their linear interpola-
tion or a constant value.

6.3 Removing the window size dependence

Our current approach to calculate saliency maps splits up the
instance into k segments, and calculates the importance of
each segment. However, as shown in previous work [34], this
creates a dependency on the size and placement of the seg-
ments. Smaller segments may fail to capture relevant larger
structures, whereas larger segments may overlook impor-
tant details. Furthermore, the arbitrary placement of segment
boundaries may split up important details, making it impos-
sible to understand their relevance.

To address these limitations, we propose a solution that
incorporates multiple segmentations of the time series to cal-
culate importance values and averages them timestep-wise
over different segmentations. With this approach, we miti-
gate the problem of segments that are either too narrow or
too broad, enabling the final saliency map to show details at
various sizes.

Table 9 The ratio of SHAP
values equal to 0 for each
imputation method, where k is
the number of segments used

Imputation method Zero-ratio
k = 5 k = 10 k = 20 k = 30

Periodic background sampling 0.297 0.303 0.414 0.312

Background sampling 0.350 0.317 0.458 0.300

Linear interpolation 0.297 0.268 0.577 0.547

Constant 0.321 0.325 0.513 0.441
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Careful consideration must still be given to the choice of
the segmentations. Intuitively, one might select values such
as k = 5 or 10, but that would allow suboptimal segments. As
illustrated in Fig. 9a, using multiples of k results in shared
boundaries, missing important details around these bound-
aries. Instead, we use only prime numbers (e.g., 7, 11, 17),
ensuring unique segment placements for each k as illustrated
in Fig. 9b. This approach eliminates issues caused by subop-
timal window placements.

Examples comparing saliencymaps generatedwith differ-
ent methods can be found on our project website at: https://
predict.idlab.ugent.be/copd/.

7 Discussion

The results show that developing a model with wearable sig-
nals to estimate ease of breathing is feasible. The empirical
exploration of different aspects of the model helps to under-
stand which signal modalities improve model performance,
both individually and in combination.

The accelerometer is the best-performing signal and
slightly outperforms the airflow signal. Although the airflow
signal can be considered the gold standard for respiratory
information, the parasternal accelerometer signal may cap-
ture more information about the patient useful for estimating
ease of breathing. This could be due to the combination of the
low-frequency periodic information and the high-frequency
muscle vibration information. However, the airflow signal

Fig. 9 The different splits of an instance into different window sizes,
where red edges indicate presence in another split

outperforms the accelerometer when predicting increases in
inspiratory load.

In contrast, the bio-impedance signal performsworse than
the other signals, despite its correlation with respiratory pat-
terns. This suggests that the measured bio-impedance signal
contains less relevant information about the ease of breath-
ing than the other signals. This limitation may be due to the
inherent characteristic of the signalmodality, but it could also
result from the lower sampling frequency (16Hz as opposed
to 10,000Hz). Future studies could collect high-frequency
bio-impedance signals to validate these findings.

When comparing different window sizes, the highest F1-
score was achieved with a window size of 55 s. This score
was also higher than any window of any number of breaths.
However, up until a larger number of breaths, the data can
be used more efficiently, and it is possible that defining the
window in breaths could be the most effective once more
data points are obtained. It may also be more effective with
a smaller dataset, as it retains a larger percentage of the data
while achieving a similar performance.

Our models enable remote monitoring of ease of breath-
ing for COPD patients, as the wearable measurements can
potentially be taken at home without professional oversight.
With regular measurements and comparisons to a baseline,
and a final F1-score of 0.83, ease of breathing can be reliably
estimated.

In practice, clinical integration of this model would
involve defining a baseline with one or more initial mea-
surements, which future measurements can be compared to.
These can be performed at home by the patient themselves
with minimal discomfort, in case of symptoms, or at any
frequency the physician deems necessary.

Persistent changes observed over multiple measurements
can be flagged for review. All relevant measurements along
with the model’s estimations and the interpretable saliency
maps, can be forwarded to medical professionals.

Using multiple measurements as baselines could increase
the reliability of the results by reducing the reliance on
a single baseline measurement. Future measurements can
be compared to these baselines, providing more extensive
insights into the progression of the patient over time.

Some limitations of the current research should be noted.
The data used in this study involves artificial obstructions,
representing ease of breathing in increments of 12% of the
maximal inspiratory pressure. Although the model effec-
tively classifies the differences between these loads, these
differences might be smaller or manifest differently in real-
world settings. Real-world settings may introduce additional
challenges, as data is often less reliable than in the clinical
environments. Collecting data with different levels of breath-
ing obstruction and settings would allow the training of more
reliable models.
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As a result, it remains unclear how well the model will
generalize to real-world patients. The potential for general-
ization is likely improved by the comparative model being
used, as differential features are less sensitive to distribu-
tion shifts than absolute features. If generalization remains
suboptimal, it would be beneficial to fine-tune the model on
real-world data.

Challenges related to the data collection arose. Parts of the
signal aremissing for some patients, as they took short breaks
during the collection. Additionally, exhalations are missing
for a subset of patients due to COVID-19 safety protocols.
It is possible that guaranteeing uninterrupted measurements
may improve model performance, but this is not always fea-
sible in practice for remote monitoring and our approach has
shown to be robust enough to reach an effective performance
even with this missing data.

Although larger datasets are beneficial, collecting addi-
tional data is often challenging. Our dataset includes 66
patients, comparable to or larger than those in previous stud-
ies on similar applications (n = 16–62) [19, 29, 33, 37]. The
results indicate that the size of our dataset is sufficient for
trainingmodels that generalize well, with performance stabi-
lizing with around 60% of the data used. Although additional
data could be beneficial, the size of the dataset does not pose
a limitation for this study.

The effectiveness of our approach is dependent on the
feature extraction and selection. To maximize performance,
we employed an extensive feature extraction process, draw-
ing features from four-time series packages. This was paired
with PowerSHAP, a robust and competitive feature selection
method validated in prior studies and empirically confirmed
in our use case. Our results show that the feature set enables
effective modeling. Nonetheless, incremental improvements
may be possible through more advanced feature extraction
or selection techniques.

The proposed imputation method was shown to improve
the representativeness of the original data distribution and to
reduce the ratio of importance values equal to zero. These
results highlight the effectiveness of periodic background
sampling, though further explanation would be useful. Pre-
vious work [35] suggests comparing calculated importance
values to estimated true importance values. However, this
estimation involves removing features, which is exactly what
is being evaluated. The sequential nature of time series data
further complicates the use of similar evaluation methods.

Future work will address these challenges by collecting
data from the same patients at different points in time. This
will allow for longitudinal validation of the method, with
observed changes in respiratory status reflecting real-world
changes.

Deep learning techniques can also be evaluatedwhenmore
data is available. Neural network models have shown to be

effective on other respiratory problem settings [37] and could
be compared to the current approach.

It is important that explanations are understandable to
physicians and patients. Human-centered evaluation should
be explored, to evaluate the effectiveness of the explanations
with physicians.

8 Conclusion

In this paper, we defined a model to detect changes in ease of
breathing for COPD patients and empirically examined mul-
tiple aspects of the model. The results of these experiments
demonstrated that the accelerometer is the most effective
wearable signal modality for this problem setting, with the
parasternal accelerometer signal achieving the highest per-
formance.Whenmultiple signal modalities were considered,
including audio recordings further improved model perfor-
mance. These results highlight that an effective combination
of minimally invasive signals can be acquired with a wear-
able device, opening new possibilities for remote monitoring
of COPD.

The model was further enhanced with interpretability
using time-based saliency maps and periodic background
sampling, a novel imputation method for periodic signals.
This method more accurately represents the original dis-
tribution and is less likely to miss relevant information.
Additionally, we removed any dependence on window size
and segmentation.
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